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How has academic research in rating quality evolved over the last decade? Time has 

witnessed that previous researchers actively contributed to the development of 

knowledge particularly in ascertaining educational assessment to be updated with latest 

research-based practices. Thus, this review seeks to provide a bird’s-eye view of 

research development on rating quality over the last ten years focusing on factors 

influencing raters’ rating quality within the context of rater-mediated language 

assessment. This systematic literature review was conducted with the aid of Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines 

through three stages, namely identification, screening and eligibility. Accordingly, the 

searching process has resulted in 43 articles to be thoroughly reviewed retrieved from 

two powerful database, Scopus and World of Science (WoS). Five major factors have 

emerged in response to the objective and they include rating experience, first language, 

rater training, familiarity and teaching experience. Analysis indicated that these factors 

lead to contradicting findings in terms of raters’ rating quality except for rater training 

factor. Only rater training was proven to be successful in mitigating rater effect and 

enhancing raters’ variability, severity and reliability. However, other factors were 

discovered to be inconclusive depending on whether they leave any impact on raters’ 
rating quality. The direction for future studies is also discussed suggesting the inclusion 

of more qualitative or mixed-method studies conducted to be reviewed using other 

possible techniques. 

Keywords: rating quality, rater-mediated assessment, rater variability, rating indicators, 

language assessment 

 

1   Introduction 

Rating quality is a fundamental issue in rater-mediated assessment. It is the central 

factor in determining the success of rating procedure because items used in the 
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assessment are rated subjectively asratersuse their professionalism and expertise to 

arrive at the final awarding marks (Eckes, 2019). Unlike objectively rated items, raters 

are not given list of acceptable answers rather a general guideline usually in the forms 

of rubric or rating scale with descriptors. Raters have the freedom to accept answers that 

match with the guidelines provided by test developers. Hence, candidates’ observed 

marks are not merely a reflection of their abilities in the assessed domains but a 

combination of their abilities and raters’ expertise (Engelhard & Wind, 2018). However, 

ratings provided by human raters are not free from irrelevant influence. Raters’ 
idiosyncrasies brought into rating procedures can be impactful in positive or negative 

ways. The discussion of rating quality in rater-mediated assessment is contentious when 

it is executed for high-stakes setting because the results are used to make significant 

decision in candidates’ lives. High-stakes assessment accentuates the principles of 

quality measurement including validity, reliability and fairness in the interpretation of 

candidates’ results. Achievement of measurement principles in rater-mediated 

assessment is thus salient to ensure that candidates are only assessed based on their true 

abilities. 

Systematic literature review (SLR) is a method of collecting and processing 

information from all accessible data to guide the researcher to answer research 

questions (Petticrew & Roberts, 2006). It is a technique used to identify what has been 

proposed by previous researchers, what is proven to be working or not in relation to an 

identified problem. Among the benefits of conducting a systematic literature review is 

the selection process of which articles to be reviewed will result in reviewing only 

significant articles amidst the information overload. Meanwhile, literature on rating 

quality has been reviewed by previous researchers with different focus. Reviewing 

articles on cognitive process of raters in assessing second language speaking 

assessment, Han (2016) has categorized the studies into how and why raters differed in 

their ratings. How raters generate different ratings was discussed through features that 

raters paid attention to, raters’ approach of rating either holistically or analytically and 

raters’ treatment of criteria and non-criteria relevant aspects. On the other hand, why 

raters differed in their ratings was discussed through the effects of raters’language 

background familiarity, rating experience and rater training. Researchers have generally 

concurred that these three types of background leave significant impact on raters’ 
cognitive processes and rating behaviour in terms of how they gave comments, scoring 

features they focus on, interpretation of scoring domains and how they decide for final 

scores. Whereas, another systematic review by Wind & Peterson (2018) has been 

published to analyse the types of methods used in evaluating rating quality. In their 

methodological meta-analysis, they reviewed the kinds of statistical methods 

researchers employed and the types of indices of rating quality to report how sample 

raters performed in the studies. 

While these two systematic reviews are contributing to the growing discussion 

of rating quality in rater-mediated assessment, the present study aims at systematically 

reviewing literature from 2010 to 2020. The ten-year time frame is important as to 
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inform researchers and practitioners particularly in educational assessment on the 

recent discovery obtained by previous researchers. In particular, the objective of this 

reviewis to identify significant factors influencing rating quality in the ratings produced 

by raters mostly researched. The central focus of this systematic literature review is on 

the practice of rating among raters in language assessment either in speaking or writing 

assessment because rater-mediated assessment is ubiquitous in language testing. In fact, 

most of the studies conducted to investigate rating quality are executed within the 

context of language assessment apart from other contexts such as musical and creativity 

assessment. The current study is salient in offering an updated discussion on rating 

quality by highlighting what factors (independent variables) lead to raters’ rating 

quality in educational assessment. Additionally, the review is further supported from 

the robust process in SLR to warrant the analysis of only high-quality research studies 

with empirical data. 

2   METHODOLOGY 

The method used to review the selected articles was discussed including publication 

standards, database, eligibility and exclusion criteria, stagesin the review process 

(identification, screening, eligibility) as well as data abstraction and analysis. 

2.1 Publication Standards 

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) is 

employed as the publication standard in this review. PRISMA guidelines were 

established with the intention of improving and standardizing the quality of reporting in 

systematic reviews (Fleming, Koletsi, & Pandis, 2014). The guidelines can assist to 

enhance transparency of reporting and reviewing articles apart from help researchers in 

establishing valid and reliable findings and conclusions (McInnes et al., 2018). 

Particularly in this study, it offers guideline to conduct rigorous search of terms related 

to rating quality particularly in rater-mediated language assessment.   

2.2 Database 

Articles reviewed in this study were extracted from two powerful databases accessed 

online, namely Scopus and World of Science (WoS). Scopus gathers more than 30,000 

journals from more than 11,000 publishers and are peer-reviewed covering top-level 

subject fields including education, measurement and language. Each journal is reviewed 

annually to maintain the standards and the quality that are evaluated based on their h-

index, CiteScore, SCImago Journal Rank and Source Normalized Impact per Paper 

(SNIP). It means any Scopus article is of high quality and goes through a thorough 

process before being accepted to be published. Meanwhile, WoS is a website which 

offers access to robust database to plethora of academic disciplines. It is currently 

monitored by Clarivate Analytics but was originally created by the Institute for 

Scientific Information (ISI). It covers more than 30,000 journals with more than 250 

disciplines.  
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2.3 Systematic Literature Review Stages 

This review was conducted through three main stages – identification, screening and 

eligibility. In the first stage, keywords to be employed in the searching process were 

identified. These keywords were related to the research questions in this review as well 

as those suggested by previous literature and thesaurus. The main keywords like rating 

quality, rater effects and rater-mediated assessment were used (see Table 1).  

Table 1. The search string used for the systematic literature review process. 

Database Keywords 

Scopus 

TITLE-ABS-KEY ( ( "rating quality" OR "rating accuracy" OR 

"rating performance" OR "rater effect*" OR "rater bias" OR "rater 

performance*" OR "rater behavior*" OR "rater accuracy" OR "rater 

cognition" OR "rater error" OR "rater difference*" OR "rater 

prejudice" OR "rater reliability" OR "rater consistency" OR "rater 

training" OR "rater background" OR "rater expert*” OR "rater 

characteristic*" OR "rater experience" OR "rater perception" OR 

"rater knowledge" OR "rater familiarity" OR "rater cognitive" OR 

"rater agreement" OR "rater competence" OR "rater evaluation" ) 

AND ( "educational assessment" OR "language" OR "language 

assessment" OR "writing assessment" OR "writing test*" OR 

"speaking test*" OR "oral test*" OR "speaking assessment" OR 

"rater-mediated assessment" ) ) 

Web of 

Science 

(TS=( ( "rating quality" OR "rating accuracy" OR "rating 

performance" OR "rater effect*" OR "rater bias" OR "rater 

performance*" OR "rater behavior*" OR "rater accuracy" OR "rater 

cognition" OR "rater error" OR "rater difference*" OR "rater 

prejudice" OR "rater reliability" OR "rater consistency" OR "rater 

training" OR "rater background" OR "rater expert*" OR "rater 

characteristic*" OR "rater experience" OR "rater perception" OR 

"rater knowledge" OR "rater familiarity" OR "rater cognitive" OR 

"rater agreement" OR "rater competence" OR "rater evaluation" ) 

AND ( "educational assessment" OR "language" OR "language 

assessment" OR "writing assessment" OR "writing test*" OR 

"speaking test*" OR "oral test*" OR "speaking assessment" OR 

"rater-mediated assessment" ) ) ) 

These keywords are chosen because they were prominently used by previous 

researchers to classify their studies. The searching process was conducted using the two 

databases mentioned earlier. Then, in the second stage, the screening was carried out to 

choose only the significant articles to be reviewed. Several criteria were used as filter 

(see Table 2). 
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Table 2. The filtering criteria 

Criteria Included Excluded 

Language English Language other than English language 

Document 

types 

Journal articles Conceptual paper, systematic review, 

book chapter, proceedings, thesis, report 

Time frame 2010 - 2020 < 2010 

Subject area Education, social science, 

humanities 

Medicine, Mathematics, Health, 

Dentistry, Engineering 

Article types Research articles with 

empirical data 

Methodological articles, systematic 

review, item development, peer-

assessment, special education 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flow diagram of the study 
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Firstly, articles in language other than English were filtered and excluded from 

the list so that articles can be reviewed without the need to translate them. Secondly, the 

type of publication selected were only articles with empirical data from academic 

journals because this type of paper reports studies conducted based on well-design 

methods by involving education stakeholders such as teachers and students. It means 

other publications such as report, theses, article review, and conceptual papers are 

excluded from the list. Thirdly, only articles from 2010 to 2020 were selected. This time 

frame was important as to observe how the development of knowledge and publication 

in rater-mediated assessment has progressed over the last ten years. Finally, since the 

focus of this systematic literature review was on language assessment, only articles 

published within the context of language assessment were chosen. Next, in the third 

stage, the eligibility criteria through which 65 articles from Scopus and 59 articles from 

WoSwere accessed. After a thorough scrutiny, only 43 articles were reviewed (see Fig. 

1). 

2.4 Data abstraction and analysis 

The selected articles were then read through and analysed. The articles were reviewed 

first by perusing on the abstract. Later, the exploration of full articles to identify 

subthemes under the two themes identified in the research questions – factors 

influencing raters and indicators to manifest raters’ rating quality. Content analysis was 

utilized to identify the subthemes related to each theme.   

3 RESULTS 

3.1 General findings 

According to the years of publication, 2011 and 2016 have the greatest number of 

articles published with seven articles, followed by 2014 with six articles, four articles 

respectively in 2013, 2017, 2018 and 2019, three articles in 2015, two articles in 2010 

and finally one article in 2012 and 2020 (as of March 2020) as shown on Fig. 2.  

 

 
Fig. 2. Number of articles based on publication year 
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In terms of geographical location and where the studies have been conducted, 16 

countries were identified. United States of America (USA) has the most number of 

articles published with 13 articles, followed by Iran (seven articles), Canada (five 

articles), Turkey and United Kingdom (three articles), Taiwan (two articles) and one 

article respectively in Netherlands, Korea, Sweden, Japan, Estonia, China, Brazil, 

Singapore, Australia and India as presented on Fig. 3. 

 

 

Fig. 3. Number of articles based on countries 
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Kang et al. (2019) – USA 
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9 
* 

 
* 

  
 * * * * 

Ahmadi Shirazi (2019) – Iran 
201

9  
* * 

  
* *    

Wikse Barrow et al. (2019) - Iran 
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TOTAL 
2

9 

1

4 

3

1 
1 

1

1 

1

3 

1

2 

1

1 

1

1 
8 

3.2 Rating Experience 

A total of 13 articles have reported to study the influence of rating experience on the 

rating quality produced by sampleraters(Ahmadi Shirazi, 2019; Ang-Aw &Goh, 2011; 

Attali, 2016; Barkaoui, 2010b, 2010a; Davis, 2016; Huang et al., 2018; Isaacs & 

Thomson, 2013; Kim, 2015; Leckie & Baird, 2011; Lee, 2016; Lim, 2011; Şahan & 
Razı, 2020). The discussion in this section is based on three criteria, which are how 

researchers have defined ‘rating experience’, how sample raters are categorized based 

on their rating experience and the significance of rating experience on raters’ rating 

quality. ‘Rating experience’ has mainly been defined by measuring whether the sample 

raters have experience in rating language assessment. Previous researchers have defined 

this variable through three different ways. Firstly, rating experience has been referred to 

sample raters’ experience in rating any language assessment in general or any grading 

work that raters have done before the study took place (Attali, 2016; Isaacs & Thomson, 

2013; Kim, 2015; Leckie & Baird, 2011; Şahan & Razı, 2020). Secondly, raterswere 

considered experienced if they have played role as a rater in any specific language 

assessment like writing assessment (Ahmadi Shirazi, 2019; Barkaoui, 2010a, 2010b) 

and speaking assessment (Huang et al., 2018). Finally, several studies have also 

identified raters’ experience as an examiner in specific assessment in line with the 

context of the studies such as TOEFL iBT speaking test (Davis, 2016), writing section 

of the Michigan English Language Assessment Battery (MELAB) (Lim, 2011) and 

O’Level oral examination (Ang-Aw & Goh, 2011). 

Researchers were different in how they classified the sample raters based on 

rating experience. Four studies have divided the raters into only two groups, namely 

novice raters and experienced raters(Attali, 2016; Barkaoui, 2010a, 2010b; Lim, 2011). 

Meanwhile, three studies have differentiated the sample raters by the length of years 

they were experienced in rating. Şahan & Razı, (2020) grouped the raters into three 

groups; first group was raters with three to four years’ experience, second group was 

raters with five to six years’ experience and third group was raters with more than six 

years’ experience. Dividing the raters into two groups, two studies grouped raters with 

less than five years’ experience in one group and raters with more than five years’ 
experience in another group (Ahmadi Shirazi, 2019; Ang-Aw & Goh, 2011). Whereas, 

another two studies grouped raters based on binary basis whether they have experience 

or not (L. Huang et al., 2018; Isaacs & Thomson, 2013). Another study did not 

categorize the raters into their rating experience but compared rating quality among the 

ratings produced in four different rating sessions (Davis, 2016). 

The findings of these studies have revealed contradicting pattern. Firstly, it was 

found that rating experience is a determinant of good rating quality. New raterswere 

found to show more variability in their ratings than experienced raters(Kim, 2015; Lim, 

2011). Some of the new raters practiced high severity level, while other new raterswere 
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too lenient but managed to rate with the same quality as ratings produced by expert 

raters (Lim 2011). Apart from that, novice raters tended to show problematic ratings and 

were not consistent as compared to ratings from experienced raters’whowere more 

consistent and stable (Kim 2015). Nevertheless, there were also new and experienced 

raters who failed to manifest a uniform rating and did not generate a clear pattern (Ang-

Aw & Goh, 2011). Both groups of raters exhibited different levels of severity and 

consistency but the pattern was not clear. Meanwhile, experience raters were also 

reported to use high severity due to their improved experiences in rating as well as their 

developed critical and analytical cognition (Barkaoui, 2010b). They also gave more 

negative and in-depth comments, focused more on language accuracy and tended to add 

criteria other than listed in the rubrics (Barkaoui, 2010a). Secondly, five other studies 

have suggested that rating quality were differentiated by raters’ rating experience. All 

these studies have found that the differences of rating quality between raters of different 

rating experiences were not significant but experienced raters managed to achieve 

slightly higher inter-rater agreement (Isaacs & Thomson, 2013). The expert raters 

tended to include criteria not stated in the rubrics (Leckie & Baird, 2011), while new 

raters showed limited variability among them and failed to use all the rating scales 

provided to discriminate candidates (Attali, 2016). The low-experienced raters 

displayed different rating behaviour compared to medium- and high-experienced raters 

when assessing scripts of distinct qualities (Şahan & Razı, 2020) and both groups of 

raters did not manifest a uniform ratings using holistic scoring method (Ahmadi Shirazi, 

2019). 

3.3 First Language 

Raters’ first language often featured in studies of rating quality in rater-mediated 

assessment. A total of 12 studies have sought to investigate if this factor leaves impact 

on the kinds of ratings raters produce. First language was referred to raters’ native 

language without any reference made to candidates’ language (B. H. Huang & Jun, 

2014; O. Kang, 2012; O. Kang, Rubin, & Kermad, 2019; Tajeddin & Alemi, 2014; 

Zhang & Elder, 2014). Other studies have conditioned raters’ first language by 

considering they have the same native language with candidates such as Japanese 

language (Hijikata-Someya et al., 2015), Persian language in Iran (Ahmadi Shirazi, 

2019; Marefat & Heydari, 2016), Indian language (Wei & Llosa, 2015; Xi & Mollaun, 

2009) and German, Finnish and Mandarin (Wester & Mayo, 2014). In regard to 

grouping strategies of the sample raters, all of the studies have compared native 

speaking (NS) raters and non-native speaking (NNS) raters except for one study that 

employed native raters to assess non-native candidates (Tajeddin & Alemi, 2014). 

In terms of raters’ severity level, distinct findings have emerged. Some NNS 

raters were found to practice higher severity in overall scoring (Huang & Jun, 2014; O. 

Kang et al., 2019; Marefat & Heydari, 2016; Zhang & Elder, 2014a) but some NNS 

raterswere reported to manifest the same level of severity level as NS raters(Wei & 

Llosa, 2015). It was also discovered from other study that NS raters use differential 
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severity level according to examinees’ first language (Wester & Mayo, 2014). NS raters 

were found to give high marks to non-native examinees and low marks to native 

examinees in assessing examinees’ accentedness. However, analysis of severity 

practiced at different domains has resulted in different findings. NNS raters were more 

severe in assessing ‘grammar’ than ‘organization’ (Marefat & Heydari, 2016) but 

lenient in assessing ‘flexibility and appropriacy’ (Zhang & Elder, 2014).  

Secondly, raters’ inter-rater reliability was reported to be inconsistent. Raters 

from NS and NNS groups were found to be able to achieve the same inter-rater 

reliability (B. H. Huang & Jun, 2014; Zhang & Elder, 2014). However, inter-rater 

reliability was also observed to be low (Hijikata-Someya et al., 2015; Marefat & 

Heydari, 2016) and high for NNS raters(Xi & Mollaun, 2011). Finally, raters also 

showed different rating process. Raters who share the same first language with 

examinees were evident to be better at identifying language production that was 

affected by examinees’ first language (Wei & Llosa, 2015). NNS raters regarded 

‘organization’ domain as the most difficult domain to be assessed while NS raters 

perceived ‘grammar’ domain as the most difficult. 

3.4 Raters’ Familiarity  

Familiarity with candidates has been investigated if raters’ knowledge of specific accent 

related to raters’ familiarity with candidates’ first language accents (Carey et al., 2011; 

B. Huang et al., 2016; B. H. Huang, 2013; O. Kang et al., 2019; Saito & Shintani, 2016; 

Schmid & Hopp, 2014; Winke et al., 2013; Xi & Mollaun, 2011). However, the 

research findings into the effect of familiarity with candidates’ accent has been 

inconsistent and contradictory. Three studies have reported essentially identical findings 

that raters’ familiarity did not affect the quality of ratings that raters produced. Bilingual 

Indian raters who share the first language as the candidates managed to assess the 

candidates as reliable and valid as near-native speaking ratersXi & Mollaun (2011). 

Familiarity with candidates’ Indian-accented English did not make Indian raters more 

severe or lenient in their assessment. This finding was then confirmed by Huang (2013) 

who concluded that raters’ familiarity with candidates’ accent did not leave statistically 

significant impact on their evaluation even though raters perceived that their evaluation 

was influenced by their knowledge and experience with the accent. A similar finding 

was also discovered by Huang et al. (2016) that even though raters’ familiarity with a 

particular accent gained through heritage and formal education process has assisted 

raters in scoring speech features among candidates but did not contribute to rater bias. 

On the other hand, another five studies discovered that raters’ familiarity with 

candidates’ first language is a legitimate factor in determining their rating quality. 

Raters were found to be more lenient and tended to give high marks when they knew 

candidates’ first language and when raters live in the same country as the candidates 

(Carey et al., 2011). Additionally, when raters have formally learned candidates’ first 

language (Winke et al., 2013), have experience with second language learning, were 

exposed to English language varieties (Saito & Shintani, 2016) and when they have 
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frequent contact with the non-native candidates’ language (O. Kang et al., 2019). The 

varying degree of raters’ familiarity and exposure to foreign accents of the candidates 

were concluded to be responsible for the existence of variability in raters’ rating 

behaviour(Schmid & Hopp, 2014). 

Raters’ familiarity was also researched in regard toraters’ knowledge of 

candidates’ academic progress (Sandlund & Sundqvist, 2016; Tanriverdi-Koksal & 

Ortactepe, 2017; Wikse Barrow et al., 2019) and interestingly similar findings were 

obtained. Students’ teachers who were more familiar with candidates through everyday 

interaction were found to exhibit higher level of severity as compared to external raters 

who did not have preconception of candidates’ learning progress (Sandlund & 

Sundqvist, 2016). In another study, comparison between before and after raters were 

given information on candidates’ proficiency levels revealed that raters tended to 

change their marks in the second rating sessions (Tanriverdi-Koksal & Ortactepe, 

2017). Positively, knowledge on candidates’ academic progress have assisted raters in 

judging candidates but rendering raters to score students differently as compared to 

when they were not given the information. Apart from that, raters’ familiarity with 

candidates’ language development through their vocational work as teachers have made 

their scoring more valid and reliable (Wikse Barrow et al., 2019).  

3.5 Rater Training 

Ideally, rater training is conducted prior to rating procedure to enable raters to rate with 

desirable rating quality. Rater training is claimed to be potent in alleviating the effect of 

irrelevant variables on raters’ rating quality. A total of eleven articles have revealed the 

influence of rater training. The studies were conducted using two study designs, which 

are comparison of rating quality produced by raters before and after a training by 

assigning raters to rate at least two times (Bijani, 2018, 2019; Davis, 2016; O. Kang, 

Rubin, & Kermad, 2019; H. J. Kim, 2015; Seker, 2018). Furthermore, comparison of 

rating quality produced by raters differentiated by their experience in attending rater 

training before the study was conducted (Ang-Aw & Goh, 2011; Attali, 2016; Duijm et 

al., 2017; L. Huang et al., 2018; Kim, 2015). Consistent findings have emerged from all 

the studies that rater training played a significant role in determining the quality of 

ratings that raters produced. It was observed that raters improved in their rating quality 

after they attended rater training. After training, their inter-rater agreement has 

increased (Davis, 2016; Seker, 2018; Tajeddin & Alemi, 2014) and their dispersion 

index has decreased (Tajeddin & Alemi, 2014) which means they managed to rate with 

uniformity. Their severity and leniency have also moved closer to the mean score which 

made their rating as a group to be within the acceptable range of severity level (O. Kang 

et al., 2019). 

When raters are divided into different groups based on the amount of rater 

training that they have attended, rater training carried out during the study was found to 

be more impactful for novice and developing raters as compared to experienced 

raters(Kim, 2015). Apart from that, one unanticipated finding was that rater training was 
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more influential than raters’ existing experience received from previous rater training 

they attended before the study was implemented (Attali, 2016). It was proven when the 

observed difference between raters with different amount of previous rater training 

attended was not significant. Conversely, Duijm et al. (2017) reported significant 

difference in rating quality between professional raterswho have undergone training and 

non-professional raters. Non-professional raters tended to award high marks to 

candidates especially in ‘fluency’ domain. 

3.6 Teaching Experience 

Another significant factor emerged from this review is teaching experience found in 

eight articles. This factor has been operationally used by previous researchers to denote 

different meanings. Three studies regarded teaching experience by measuring the length 

of years sample raters have been teaching English language (O. Kang et al., 2019; Kim, 

2015; Lee, 2016). Another three studies defined teaching experience by raters’ status as 

a teacher by comparing rating quality produced by teachers and non-teachers (Hsieh, 

2011; B. H. Huang, 2013; O. Kang, 2012). The remaining two studies differentiated 

raters’ performance by comparing their teaching subjects (Eckstein & Univer, 2018; H. 

S. Kang & Veitch, 2017).  

Analysis of rating quality in these studies have resulted in contradictory 

findings. Three studies have reported significant difference in rating quality between the 

compared groups (H. S. Kang & Veitch, 2017; O. Kang, 2012; Lee, 2016). It was 

discovered that teachers of different area of teaching assessed students with different 

rating quality – the non-science teachers mark students more lenient and the childhood 

education teachers are the most stringent (H. S. Kang & Veitch, 2017). A comparison 

between new lecturers and experienced lecturers has revealed that new lecturers were 

more lenient in their scores (Lee, 2016). Additionally, a regression analysis of raters’ 
background has suggested that teaching experience was a potent variable in determining 

rating quality (O. Kang, 2012). Meanwhile, three other studies have concluded that 

some differences among raters of distinct teaching experience were observed 

particularly in terms of the assessment features that raters paid more attention to 

(Eckstein & Univer, 2018; B. H. Huang, 2013; O. Kang et al., 2019). For example, 

second language writing teachers preferred to put high value on rhetorical, lexical and 

grammatical features of students’ text but teachers who are teaching English as first 

language tent to spend more time on originality and criticality of students’ work. 

However, the differences were very minimal and proven to be statistically insignificant. 

Notwithstanding the insignificant difference, teacher raters in comparison with non-

teacher raters were found to be better at evaluating candidates analytically by 

discriminating candidates’ abilities based on different linguistic features (Hsieh, 2011; 

Huang, 2013) and were less influenced by candidates’ foreign accents (Huang, 2013). 

4 DISCUSSION 

Rating quality is a global concern in any educational assessment system especially in 
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the context of rater-mediated assessment. The review has attempted to analyse the 

existing literature on factors influencing raters’ rating quality in rater mediated 

assessment within the context of language testing over the last ten years from 2010 to 

2020. Rating quality is the main consideration in rater-mediated assessment because of 

the subjectivity in ratings provided by human raters(Engelhard & Wind, 2018). It is 

inevitable that raters bring their own identities to the rating scenes which may 

negatively affect the quality of ratings they generate and eventually become a source of 

irrelevant disturbance to candidates’ holistic scores. A rigorous analysis from two 

gigantic database of academic research has resulted in 43 articles critical to the research 

objective. The analysis has shown that many factors can affect the quality of ratings that 

the raters produce. Within the scope of the review, five factors investigated by previous 

researchers have emerged. However, inconsistent findings were discovered for all the 

factors. 

Raters’ rating experience include their past involvement as an examiner or 

assessor during the process of marking candidates’ answers in a specific context of 

assessment type or general task of assessing students’ work. Discussion on whether this 

factor is legitimate in determining raters’rating quality is inconclusive. Raters’ rating 

experience is claimed to be supporting their capability to assess candidates with 

acceptable range of rating quality (Barkaoui, 2010b; Kim, 2015) especially in mitigating 

irrelevant factors to influence their ratings. Due to their varied experiences in rating, 

experienced raters are found to be rating with good severity, variability and consistency 

level (Lim, 2011). Rating experience may have developed their confidence in using the 

rating rubrics which enabled them to provide more valid ratings. In contrast, novice 

raters who were found to manifest varied severity and consistency level (Barkaoui, 

2010a, 2010b) depended too much on rating rubrics even though they probably were 

less certain on how the rubrics work. Consequently, they were not able to provide 

uniform ratings among them. On the other hand, some studies have also reported that 

raters of different rating experience were able to rate with the same quality (Ahmadi 

Shirazi, 2019; Attali, 2016; Isaacs & Thomson, 2013; Şahan & Razı, 2020) . This 

finding may be attributable to how “rating experience” has been operationalized and 

different contexts of assessment used in the studies. Indeed, different types of language 

tests may create different assessment setting which eventually affect the way raters 

scorecandidates’ answers.  

Raters’ language background including their first language and their exposure to 

candidates’ first language were also indecisive as a determinant of rating quality. It was 

suggested that raters with different language background rate with different level of 

severity (Huang & Jun, 2014; O. Kang et al., 2019; Marefat & Heydari, 2016; Zhang & 

Elder, 2014a) and inter-rater reliability low (Hijikata-Someya et al., 2015; Marefat & 

Heydari, 2016; Xi & Mollaun, 2011). The findings may also be due to raters with 

different language background having different expectations and perceptionsof the 

candidates. They were also reported to put different emphasis on different rating 

criteria. Native speaking raters focus more on organization but non-native speaking 
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raterspaid more attention on grammar (Marefat & Heydari, 2016). Apart from that, non-

native speaking raters were found to be facing more difficulties when they were 

assigned to mark using holistic scoring as compared to analytical method (Hijikata-

Someya et al., 2015). It means that scoring methods have become a moderating factor to 

the difference in raters’ rating quality between native speaking raters and non-native 

speaking raters. This may suggest that analytical scoring method may have assisted non-

native speaking raters in discriminating candidates based on identified criteria. At the 

same time, this is also in contrast to holistic method that requires raters to assess 

candidates in general. Nevertheless, some studies have also reported that raters with 

different language background managed to exhibit the same severity (Wei & Llosa, 

2015) and inter-rater reliability (B. H. Huang & Jun, 2014; Zhang & Elder, 2014) levels. 

This indicates thatraters’ comprehension of candidates’ speech production is not 

restricted by raters’ language backgroundespecially in oral testing. Even though they 

may differ in terms of language background, raters have attended sufficient training that 

enable them to rate with the expected quality.  

Majority of previous research on the effect of raters’ familiarity have concluded 

that this factor can significantly affect rating quality. Raters who are familiar with 

candidates were reported to be more lenient (Carey et al., 2011; O. Kang et al., 2019; 

Saito & Shintani, 2016; Sandlund & Sundqvist, 2016; Schmid & Hopp, 2014; 

Tanriverdi-Koksal & Ortactepe, 2017; Wikse Barrow et al., 2019; Winke et al., 2013). 

This may suggest that raters’ knowledge of candidates’ language and academic 

background can be a source of irrelevant construct variance in raters’ rating quality. 

Anonymous rating may be the best solution to solve this problem by assigning raters 

who are not familiar with candidates’ background.  

Rater training is undoubtedly proven to be impactful in alleviating the irrelevant 

construct variance among raters. All the articles reviewed concluded that rater training 

was effective to enable raters to score candidates within the acceptable ranges of 

severity, variability and reliability. Indeed, the aims of rater training is to familiarize 

raters with rating procedures, learn how to interpret rating rubrics, be able to apply them 

based on candidates’ answers and differentiate candidates based on rating scales. It was 

also discovered that rater training during the study was more significant than their 

previous exposure of rating procedure (Attali, 2016).  

Research on teaching experience factor has resulted in contradicting findings. 

Significant difference in rating quality was found between raters of distinct teaching 

experience (Kang & Veitch, 2017; Kang, 2012; Lee, 2016) but other studies have also 

found out that raters’ rating quality was not differentiated by their teaching experience 

(Eckstein & Univer, 2018; B. H. Huang, 2013; O. Kang et al., 2019. This contradiction 

may be attributable to the different operationalization of “teaching experience” and 

different assessment system employed in those research. 

 

5 Conclusion 

This systematic literature review has analysed the selected articles to fulfil the research 

https://cibg.org.au/


Journal of Contemporary Issues in Business and Government Vol. 27, No. 2,2021 

 https://cibg.org.au/  

                                                                                       P-ISSN: 2204-1990; E-ISSN: 1323-6903  

                                                                                     DOI: 10.47750/cibg.2021.27.02.606 

 

6112 
 

objective. Five major findings have emerged in relation to factors influencing raterson 

how they rate candidates particularly within the context of language assessment. Over 

the last decade, those factors have been actively investigated by previous researchers, 

which are rating experience, raters’ first language, raters’ familiarity with candidates, 

rater training and raters’ teaching experience. Findings from the studies suggested that 

all the factors lead to different effect in terms of raters’ rating quality except rater 

training that is proven to enhance rating quality. Research studies of other factors have 

resulted in contradicting findings based on how the researchers operationally define the 

factor, study designs, assessment items used and context of the language assessment. 

The findings offer valuable lessons especially for educational assessment practitioners 

such as teachers and assessment developers. The appointment of teachers as raters in 

assessing students in any type of assessment need to consider teachers’ varied 

background. Apart from that, rater training should be carefully designed to expose raters 

with the potential threat of failure to maintain objectivity and reliability throughout the 

rating procedures. Analysis has also shown that majority of the studies were carried out 

using quantitative approach apart from mixed method and only one qualitative study. 

Future research should attempt to investigate raters’ rating quality through qualitative 

and mixed-method design as it offers an in-depth exploration and detailed discovery 

especially on what leads to raters’ rating quality. Also, another rigorous review should 

consider incorporating other techniques such as citation tracking, reference crossing, 

snowballing, and contacting experts. 
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