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Abstract

The Main purpose of this research is to assess the extent of awareness of Human Resource
Analytics among HR Managers at various levels in various firms in India.
Design/methodology/approach:-

To collect data a combination of quantitative and qualitative research methodologies is used.
Data is gathered specifically from various levels of management in selected organizations.
Descriptive data analysis is presented in relation to the level of awareness, and a causal
research approach is used to identify the major aspects that raise personnel' consciousness of
HR Analytics.

Findings:-

This study gives current information about HR Analytics through the practice of HR
Analytics in India which is minimal. The findings show that HR Analytics expertise is
influenced by a variety of factors.

Practical implications:-

The study determined the level of HR Analytics understanding among managers from various
sectors in India. To attain outstanding organizational performance, enterprises need
implement the necessary HR Analytics.

Originality/value:-

The importance of the current study stems from the fact that just a few studies have looked

into employee knowledge levels in the hands-on human resource analytics in India.
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Furthermore, the study makes an important contribution to the ongoing development of this

field of study.
Keywords- HR Analytics, Awareness Level of analytics, HR professionals, HR Analytics

adaptation, Confirmatory factor analysis.

Introduction

HR analytics can be traced back to 1978 when Jac Fitz-enz wanted to link HR activities with
the profit of the organizations. It is a data-driven tool to increase HR-related choices. HR
analytics is dependent on the accuracy of the data gathered through HR measurements. .HR
Analytics is gaining popularity now a day because of its accuracy as it is data based decision.
HR Analytics is one of the ways used to produce and analyse perspectives into the workforce
in order to determine the contribution of each employee to producing income and saving
costs. . It analyses the data of every employee and predicts the future of the organization’s
success. HR Analytics is the use of analytics in the human resource department of a company
with the goal of increasing employee discharge. In the other words HR Analytics is
commonly known as people analytics and describe with workforce analytics and talent
analytics, is essential in evaluating customers' concerns using data to answer key concerns
about businesses. This paper will check the awareness level of HR Analytics among HR
professionals of various organizations. As the need of HR analytics is growing day by day but
due to the novelty of the concept people are lacking knowledge about HR analytics. HR
Analytics does not seek information as to how your personnel function at workplace
conversely, its main purpose is to have detailed knowledge into one of the human resource
processes by collecting associated data and then use this data to make better decisions about
how to enhance these practices. . An organization should adopt HR Analytics to become
successful and competitive and to be proactive. Organizations must increasingly link their Hr
policies with their corporate strategy in order to maintain a strong edge over its competitors.
As a result, Human Resource Management is the component of the organisation dealing with
"people." (DeCenzos and Robbins, 1996).Every organisation is basically comprised of its
people and ensuring their productivity so that it remains profitable to the organisation is the
job of the Human Resource Management. Application of HR Analytics in various
organizations will give better support in delivering improved HR services and all connected
process. Big data even now springing up in several discrete HR arecas like employee

recruitment, selection, on boarding, training and development, HR reporting, competency
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management, talent acquisition, succession management, rewards. On the basis of historical

and current data HR analytics predicts future outcomes. HR Analytics can be applied to all
the various department of an organization. It starts from the prediction of failure/success of
new employees to adapt organization culture to predict an employee’s next career step or

when an employee can leave the organization.

Literature review

HR Analytics definition can help clarify the concept, and the phrase has been used
interchangeably with advanced analytics, talent analytics, and workforce analytics. HR
Analytics is defined as the implementation of a technique and an associate example to
improve the effectiveness of employees’ decisions in order to increase individual and/or
corporate success.” ( Laurie Bassi , Mc Bassi & Company). Nowadays Human Resource
functions has been recognized as a strategic partner of the organizations .Years back HR
department lacks data based decision to influence any strategies. With the help of HR
analytics, management of people becomes easy (Handa, Dimpy, Garima2014). It helps in
reduction of cost of the organizations by predicting the decision in advance. HR has
embraced the use of technology, which has had a significant impact on HR practises and
processes. As a result, HR Analytics has emerged as a reliable business management model
that employs analytics capabilities to make decisions.( Jabir, B., Falih, N., & Rahmani, K.
(2019)The attention towards HR Analytics is very good but the adoption rate is yet not that
magnificent. (Keerthi, L., & Reddy, P. R. (2018) it further discusses that technology is an
instrument which reduces uncertainties and produce desired outcomes. To adopt HR
Analytics successfully issues should be solved at data level, individual level and
organizational level. By linking HR activity to business outcomes, it is possible to understand
how HR contributes to the firm's performance. This strategy succeeds by adding activities
with business decisions — not just validating prior evidence in reality, but also by teaching
how to maximize the wealth of shareholders that intervene and promote productivity and
profitability. . (Reddy, P. R., & Lakshmikeerthi, P. (2017).) High-performing enterprises
utilize analytics to make evidence-based decisions. However, many firms' human resource
(HR) functions have been slow to implement this innovation.

Objectives

The main focus of this study is to identify the characteristics that influence human resource

analytics adaption in India. This research solely looks at the adaption of human resource
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analytics and the operating structure of the other versions. The primary research questions

investigated in this study are as follows.

1. What are the primary variables influencing the adoption of human resource analytics?

2. The relationship between these variables?

Research methodology

Statistical tools for data analysis such as Structural Equation Modelling (SEM) is used for
Confirmatory Factor Analysis (CFA) were employed in the study, which was conducted
employing AMOS 23. The main reason of applying SEM and CFA is to assess the proposed
concept based on the past and present literature review and questionnaire were adopted from
various studies conducted in Indian context. This survey using study set of data. (Gefen et al.,
2000).Structural modelling is done with SEM, while the measurement model is done with
CFA.According to Anderson and Gerbing (1988), a two-step strategy was utilised, in which
CFA was done prior to utilising SEM to assess the reliability and validity of the measuring
device. Following that, SEM is performed to assess the model fit using the sample data under
consideration. A standardised questionnaire was created to collect data in an organized
manner.The questionnaire, in particular, is built on a seven-point Likert scale response

structure.

Table 1 Respondents’ profile

Demographic Groups Frequency Percentage
Age 20-30 19 19
31-40 50 50
41-50 25 25
51-60 06 06
61 and above 00 00
Gender Female 38 38
Male 62 62
Education Graduate 9 9
Post graduate 57 57
Hr professional 29 29
PhD 05 05
Others 00 00
Organization Pubic 15 15
Private 39 39
Semi-government organization 13 12
MNC 34 34
Hr_ experience Less than 1 year 06 06
1-5 years 33 33
6-10 years 35 35
11-15 years 14 14
16-20 years 08 08
21- 25 years 03 03
26 years and above 01 01

Sources :( Primary data of respondents)
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Sample size and sampling method

According to Bentler and Chou's (1987) recommendation for a baseline subjects-to-item
ratio of 10:1, a sample of 100 participants were needed for a CFA of 46 inventory items.

The sample size was raised to 512 participants to accommodate for a 10% drop-out rate. The
phases and participants' gender were used as stratification variables in stratified random
sampling. These strata were considered because the ratio of participants in each stratum
varied throughout time.

Data Collection Procedures

All the data were collected from the private as well as government sector of HR Adopted
organisation. Informed consent was obtained from the HR of every organisation prior to the
collection of forms.

The measurement model- Confirmatory Factor Analysis

Figures 1 and 2 shows a graphical representation of the measuring model's or CFA's AMOS
output. The covariance link between two latent variables is indicated by the double headed
arrow between them. The scores might range between -1 and 1, with higher values indicating
a greater level of covariance/correlation of both parts The factor loading and the criterion's
contribution to the hidden variable are shown by the single predictor arrow from the untapped
variable to the indicator. The closer the value is to one, the greater the contribution.
Confirmatory Factor Analysis is carried out using SPSS Amos 23. According to Ahire,
Golhar, and Waller, CFA stands for Confirmatory Factor Analysis (1996) provides greater
control for analysing unidimensionality. The extent to which all elements on a scale measure
the same thing is measured by its unidimensionality. CFA was performed on each of the 22
components to determine whether the 06 variables sufficiently evaluated the construct to
which they were associated. Convergent validity and construct validity are two major validity
tests that are commonly discussed.

Figure 1Confirmatory Factor Analysis

Sources :( Primary data from AMOS 23
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Figure 2 Confirmatory Factor Analysis (after deleted item)
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Sources :( Primary data from AMOS 23)
Construct Validity
To test for unidimensionality in the current study, a measurement model has been proposed
for each construct, and the entire structure was subjected to CFA. If the Comparative Fit
Index (CFI) of the model is 0.90 or higher it indicates that there is significant indication of

unidimensionality - Byrne (1994). This strongly suggests that the scale is unidimensionality.

Convergent Validity

O'Leary-Kelly and Vokurka define it as the degree to which several ways of evaluating a
variable yield the same findings (1998). A coefficient known as the Bentler-Bonett
coefficient can be used to establish convergent validity. In this study, the 0.924 Bentler-
Bonett Normed Fit Index (NFI) produced from CFA can be utilised to determine convergent

validity.
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sl | 075 | am2 0228 | 07vE | 1234 0030 | 038R 0OF | 0205 | 02 2021 260 1E07 LI 3386 | 2041 | 056 0
SLM | 0855 0 0056 0203 0SR5 0279 AM47 0858 0ASE | leDi 0692 6B M3 023 -0R | 003  oofl | 4 @
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Sources :( Primary data)
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Table 3Standardised Factor loading

No |Construct statements Reliability
Standardised factor loadings Statistics
Cronbach's|N of
Alpha [tems

CS QUESTIONNAIRE ADOPTED SF

1. | GSEl |General Self-Efficacy: [Adapted from Davis 0.87 919 (03

2. | GSE2  |(1989); Chau (2001) .96

3. GSE3 85

4 | GSE4 40

5 GSES 29

6. | QSE6  |Quantitative Self-Efficacy: [Adapted from Bai et al.| 3+ Remove due to

7 QOSE7 (2009)] -68 low factor loading

3 QSES -1+19

9 QSES 48

10. | SII0  (Social Influence: [Adapted from Johnston and 47 .838 05

11. | ST \Warkentin (2010), Venkatesh et al. (2012)] 47

12. | SI12 76

13. | SI13 .60

14. | SI14 .93

15. | TA15 |Tool Availability: [Adapted from Johnston (2006)] | .67 .846 05

16. | TAI6 82

17. | TAL17 47

18. | TAI8 75

19. | TAI9 .84

20. | DA20 |Data Availability: [Adapted from Johnston (2006)] | .72 910 03

21. | DA21 94

22. | DA22 99

23. | EAZ3  |Fear Appeals: [Adapted from Johnston and 43 Remove due to

24 | EA24  \warkentin (2010); Witte et al. (1996)] -2 |low factor loading

25, | EA2S =3

26. | FA20 70

27 | EE2Z7  |Effort Expectancy: Adapted from Venkatesh et al. | 86 Remove due to

28 | EE28 (2012) 58 low factor loading

29. | EE29 33

30. | PE30  |Performance Expectancy: [Adapted from Johnston | .76 900 .03

31. | PE3l  |and Warkentin (2010); Venkatesh et al. (2012)] .82

32. | PE32 91

33. | LOA33 |Level of Adoption: [Adapted from Johnston and .80 .899 03

34 | EOA34 \Warkentin (2010); Venkatesh et al. (2012)] 31

35. | LOA3S .90

36. | LOA36 91

Sources :( Primary data)
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Table 40verall structural model fit estimation

Structural model Fit Indices Recommended Value Model Fit Interpretation
Indices
CMIN/df <3 3.986 Acceptable
p-value >0.05 .000 Need DF more
NFI >0.90 0.0824 Acceptable
CF1 =>0.90 0.857 Acceptable
RMSEA <0.08 0.062 Acceptable
P Close >0.05 0.000 Acceptable

Sources :( Primary data)

The unstandardized path regression coefficients and the path diagram link between
unobserved and measured variables are shown. This picture depicts the standardised path
regression coefficients as well as the link between unobserved and measured variables in
reference to the path diagram.

Table 5 Regression Weights

Estimate S.E. C.R. P Label
GSE_3 <— GSE 1.000
GSE 2 <em- GSE 1.133 091 12.483 kk par_1
GSE 1 <--- GSE 1.053 .094 11.168 sk par_2
SI_14 <emm ST 1.000
ST 13 <em- SI .636 .098 6.477 wkk par 3
ST 12 <em- SI .805 .080 10.027 wkk par 4
SI 11 < SI .740 144 5.158 Hhk par 5
SI 10 < SI 771 157 4.913 P par_6
TA_19 < | TA 1.000
TA 18 < TA 1.082 130 8.323 Hhk par 7
TA_17 < TA 576 125 4.627 P par 8
TA 16 <-- TA .966 100 9.685 sk par 9
TA 15 <oem TA 857 124 6.918 ek par_10
DA_22 <= DA 1.000
DA 21 <em- DA 937 041 22.697 wkk par 11
DA 20 <Lemm DA 730 072 10.167 ek par_12
PE_32 <—- PE 1.000
PE 31 <--- PE 1.128 .092 12.266 ek par_13
PE 30 <--- PE 971 103 9.430 ek par_14
LOA_33 <—- LOA 1.000
LOA 35 <--- LOA 795 .074 10.797 ek par_15
LOA 36 <Loem LOA 887 081 10.956 ek par_16

Sources :( Primary data)

Structure Equation Model

The Structural Equation Model is used to perform confirmatory factor analysis with the SPSS
Amos 23 software (SEM). The model has 50 variables in total, including 22 observable
variables and 18 unknown variables. The data contains no null values. The structure is over-

identified, which is beneficial to SEM. The data is not regularly distributed, as per the
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univariate and multivariate normality tests. The Maximum likelihood (ML) estimate method

is performed once the data has been standardised. ML seeks to optimise the possibility that
the qualifying variable values acquired will be properly anticipated. Based on the Structure
Equation Model, It is determined that Chi-square (CMIN) = 753.330, Degree of freedom
(DF) = 189, and probability level is close to 0.000, indicating that support against the null
hypothesis is not significant at the 0.05 level. The minimal discrepancy is known as
CMIN/DF, and it is 3.986. Wheaton et al. (1977) proposed that a model is fair fit if the
smallest discrepancy is less than 5.

Figure 3 Empirical Model

. @ .9 9 ®
e m = a 54 &1
. s ®
° 87 AT 74 98 & 86
£ 5
= (= @ @ LOA 36 (=)
.83 93 75 99
’
a7
Adaptation_of _ 83
@ HR Analyes 104 105 92 [ PE 32 ] &
)
=)

Sources :( Primary data)the path diagram with standardized parameters estimate

Findings

CMIN/df, p-value, Goodness of Fit (GFI), Adjusted Goodness of Fit (AGFI), NFI,
Comparative Fit Index (CFI), Root Mean Square Approximation (RMSEA), and P Close are
used to assess structural model fit. Concept fit indices for the constructions were discovered,
and a summary of the results is presented in the table, where the obtained Model fit indices
are compared to the prescribed threshold. We did not consider the actual chi square value
because the likelihood of model refusal increases with sample size. As a result, we divided
the chi square value by the degrees of freedom to overcome the sample size issue. The p-

value calculated is 0.000, indicating that further degrees of freedom are necessary. The
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calculated NFI value of 0.0824 is quite close to the intended value of 0.90. The obtained CFI

value is 0.857, which is higher than the suggested value of 0.90. The discovered RMSEA
value is 0.062, which is the same as the recommended value of 0.08. The discovered P-close
value is 0.000, which above the suggested threshold of 0.05. As a result, we can conclude that
the overall model fit indices are within the researchers' recommended levels and that the
hypothesised model fits the sample data. All eight elements met all of the other acceptable
criteria for validating the Model's fitness. As a result, we can conclude that the Model is
completely appropriate.Figure 1 is an SPSS Amos Graphics path-diagram that depicts the
link between both the observed red variables and the unobserved variables. The structural
model is the component of the model that describes how the unobserved variables are related
to each other. The relative relevance is determined by the estimation of regression weights.
The estimations with the highest values represent the most significant aspect in terms of its
impact on HR Analytics awareness level. Table4 summarises the results of the regression
weights estimates. According to the findings of the study, the level of awareness of HR
Analytics among HR professionals is affected more by Level of Adoption (0.99) than by
Social Influence (0.93), Tool Availability (0.83), Data Availability (0.75), and General Self-
Efficacy (0.75). (0.66).

Discussion:-

The study looks into the elements that influence HR analytics awareness among HR
professionals, as well as the relationships between them. The empirical data is broken down
into nine components that influence HR analytics consciousness: common self-efficacy,
quantitative self-efficacy, social impact, apparatus accessibility, information accessibility,
fear requests, exertion desire, execution desire, and level of appropriation. Based on the
statistics, it is possible to deduce that the level of adoption has a stronger impact on HR
Analytics awareness among Indian HR professionals (0.99). The degree to which an
innovation is accepted is measured by its level of adoption, which consists of five stages:
knowledge, persuasion, choice, execution, and confirmation. When and how early adopters
appear is influenced by the rate of adoption. The most important factor influencing the rate of
adoption is the type of society in which innovation is introduced. It examines how new
technologies and inventions spread throughout society and why they are favoured over prior

methods.
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Conclusion:-

The Structured Equation model was employed in this study to evaluate the impact of
numerous elements on HR analytics awareness among Indian HR practitioners. There is
currently very little research available to study the elements impacting HR analytics
awareness levels. According to the findings of this study, the amount of adoption has the
most influence on HR Analytics awareness among HR professionals, while general self-
efficacy has the least. The outcomes of this study give an overview of the link between nine
latent variables. The study's findings, in particular, can assist practicing and academics
comprehend the extent of influence that these elements have on HR Analytics knowledge
among HR professionals in India, as well as the correlation between these aspects.
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Appendix
No | Construct statements
Standardised factor
loadings
1. HR Analytics is easy to use 0.87
2. | HR Analytics is convenient to use .96
3. I am able to use HR Analytics without much effort .85
4. 40
5. 29
6. 4
7. —=68
8. -9
9. 48
10. 47
11. - 47
12. | The senior management of this business has been helpful in the use of HR Analytics. .76
13. | In general, the organization has supported the use of HR Analytics .60
14. | Because of my use of HR Analytics, others in my organization will see me as a more valuable .93
employee.
15. | T'have a full array of HR Analytics tools available at work if I choose to use them .67
16. | My company has invested heavily in HR Analytics tools. .82
17. | Before-decidingwhethe e-any HR Analytics-appheati 47
out:
18. | I have had a great deal of opportunity to try various HR Analytics applications 75
19. | T know where I can go to satisfactorily try out various uses of HR Analytics .84
20. | My organization’s database has all the data I need to use HR Analytics software .72
21. | My organization’s HR system collects data from all HR interactions. 94
22. | My organization uses the same system/platforms for all HR activities 99
23. were-torecd-to-use HR-Analyties—itwould-h ot 43
commitment
24, isunlikely T would beforced-totry-oruse HR Analy o-keep-myjob 12
25. | If I were required to use HR Analytics, it would have a significant negative impact on My job 1.13
performance
26. | If I were mandated to use HR Analytics, it would have a negative effect on my job Satisfaction. | .70
27. | . It would be easy for me to become skilful at using HR Analytics. .86
28. | Learning to use HR Analytics is easy for me. S8
29. | +wouldfind HR Analytieseasy-touse: 33
30. | I would find the use of HR Analytics propitious for my job .76
31. | Using HR Analytics enables me to accomplish tasks more quickly .82
32. | Using HR Analytics increases my job performance 91
33. | . My organization is putting a policy in place to use HR Analytics. .80
34. | Jambeginninsto-explore-using HR Analyties- 31
35. | . Tam interested in using HR Analytics. 90
36. | I am recommending my organization invest in HR Analytics. 91
Model Fit Summary
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 86 753.330 189 .000 3.986
Saturated model 275 .000 0
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Model NPAR CMIN DF P CMIN/DF
Independence model 44 2733340 231 .000 11.833
Baseline Comparisons

Model Delal rhol Del2 ho2  CF!
Default model 724 .663 J78 724 774
Saturated model 1.000 1.000 1.000
Independence model .000 .000 .000 .000  .000
Parsimony-Adjusted Measures

Model PRATIO PNFI PCFI

Default model 818  .593 634

Saturated model .000  .000  .000

Independence model 1.000  .000 .000

NCP

Model NCP LO90 HI 90
Default model 564.330  483.632  652.584
Saturated model .000 .000 .000
Independence model | 2502.340 2337.648 2674.397
FMIN

Model FMIN FO LO9  HI9%
Default model 7.609 5700 4.885  6.592
Saturated model .000 .000 .000 .000
Independence model | 27.609 25276 23.613 27.014
RMSEA

Model RMSEA LO9 HI9% PCLOSE
Default model 174 .161 187 .000
Independence model 331 .320 .342 .000
AIC

Model AIC BCC BIC CAIC
Default model 925.330  977.383

Saturated model 550.000 716.447
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Model AIC BCC BIC CAIC

Independence model | 2821.340 2847.971

ECVI

Model ECVI LO90 HI90 MECVI
Default model 9.347 8.532 10.238 9.873
Saturated model 5.556 5.556 5.556 7.237

Independence model | 28.498 26.835 30.236  28.767
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